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Multiway Contingency Table Analysis Applied %o the Classification
of Multivariate Dichotomous Populations

by
S. Kullback

Introduction

Multiway contingency tables, or cross-classilications of vectors of
discrete random variablee, provide a useful approach to the analysis of
multivariate discrete data. In the particular application we shall
consider herein, the individual variates are dichotomous or binary.

We shall use techniques and concepts presented and discussed in [4]
and [6]. We note that the procedures and analysis are not restricted
to dichotomous or binary data but are also applicable to polychotomous
variates.

For background on the study and problem which gave rise to the data
we shall analyze see (8]. In [3], procedures further developed in [4]
and [6], were applied to problems of multivariate binary data in infor-
mation systems, such as communication, pattern recognition, and learaning
systems. In (1] there is a review of methods and models for the analysis
of multivariate binary data. Soiomon's data, which we shall analyze
herein, is given as a typical example. In [7] there is developed a
model based on a set of orthogonal polynomials and applied to Solomon's
data. We remark that the procedure we shall use, based on the principle
of minimum discrimination information estimation applied to the analysis
of muitiway contingency tables ylelds a result practically equivalent to

that in (7).
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"Multivariate data analysis needs a large and flexible class of
hypothetical distributions of free variables indexed by the values of
fixed variables. From this class, appropriate subfamilies would ve
chosen for fitting to specific data sets" [2]. The principle of minimum
discrimination information estimation, and its basis, the minimum
discrimination information theorem which is quite general in its
formulation, lead to exponential families of distributions [4], (5],

[6], The exponential families have very useful and desirable statis-
tical properties and contain many subfamilies in common use [2]. "The
data analytic attitude to models is empirical rather than theoretical...
when detailed theoretical understanding is unavailable, a more empirical
attitude is natural, so that estimation of parameters in models should
be seen less as attempts to discover underlying truth and more as data
calibrating devices which meke it easier to conceive of nolsy data in
terms of smooth distributions and relations. Exponential families are
viewed here as intended for use in the empirical mode. With a given
data set, a varilety of models may be tried on, and one selected on the
ground of looks and fit" [2]. When the minimum discrimination informa-
tion estimates provide a satisractory fit to a set of data, a complete
analysis, including significance tests and estimates describing th

pattern of observations is provided.

Solomon's Data

A total of 2982 high-school seniors were given an attitude question-

naire to assess their attitude towards science. The students were also
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classified on the basis of an IQ test into high IQ, the upper half, and
low IQ, the lower half. The sixteen possible response vectors to each
of four agree-disagree responses were tabulated. The data is given in
table 1, wlere Xx;, Xy, X35 X indicate the statements ([8,p.416]),
agree and disagree were coded as 1 and O respectively, and listed as
low IQ and high IQ. The problem of interest was to determine whether the
response vectors could be used as a basis for classifying the students

into one of two classes and evaluate possible classification procedures.

Contingency Table Analysis

We shall treat the data as a five-way 2X2X2x2»2 contingency table,
éenoting the original observations by x(hijk£), where
h=1, low IQ, h=2, high IQ ;
i=1, response to X coded 0, i=2, response to X, coded 1;

J=1, response to x, coded 0, j=2, response to X5 coded 1;

2

k=1, response to x, coded O, k=2, response to x5 coded 1;

2
4=1, response to Xy, coded 0, #=2, response to X, coded 1.

As & first overview of the data to determine the marginals and their
related interaction parameters which may be considered to furnish signifi-
cant values in the log~linear representation of the exponential family
of the estimates [6], we list in table 2a, Analysis of Information, a
sequential study of interaction and effect type measures [4], [6].

We remark that the first estimate is

x:(hi,jkl) = x(he+)x(+1)ké)/n



and the minimum diserimination information statistic (interaction type

measure )

x(hijkt In
x(h----)x(-ijkﬁ)

21(x:x‘;) = 2rZrXT x(hijké)én

tests a null hypothesis that the IQ groupings’are homogeneous over the
sixteen response vectors [5,Chap.8], [4]. This null hypothesis is
rejected and the subsequent study of effect and interaction type measures
is an attempt to get a good fit to the data and account for the variation.
Although the association between IQ and the response to the first state-
ment is not significant, 2I(xg:x;) = 2.376, 1D.F., 1t was decided to
examine in detail the estimate xz(hijkﬂ) whose numerical values are

given in table 1. (We remark that it may be shown that

x(hi-+)n
x(h-...)x(.i...)

2I(x:’;:x:) = 2% x(hi-«+)én

and tests a null hypothesis that IQ 1s homogeneous over the response to
the first question). The estimate x:(hijk!) was selected because it
does not differ siguificantly from the observed values, 2I(x:x:) =
16.307, 11D.F. (represents an acceptable fit), is symmetric with respect
to the four statements, and i1s comparable to the first-order model
estimate of [7], whose values are also listed in table 1.

From the log-linear representation in figure 1 [6], we obtain the

parametric representation for the log-odds (low IQ/high Q)
an(x*(113ke)/x*(213ke))

over the sixteen response vectors as given in table 3a. Thus, for example



x*(11111)
e h ,hi_ , hj, hk, hi
= +
‘“xgauiﬂ Mttt Tt

that is, a linear regression of the log-odds in terms of a constant r?
and the main effects of each component of the response vector, namely,

hi h hk _hé

T’ 113, T T The numerical values of the log-odds and the para-
meters are easlly obtained from the entries in the computer output and

are also given in table 3a [6].

We note from table 3a that

x*(11Jk1) x*(lijkz) hz
x*(2iJkU x*(21,jk2) = 0.3338 ,

in

that 1s, a change from disagree to agree on the fourth statement is
associated with an increase of 0.3338 in the log-odds (low IQ/high IQ).
Note also that rgf represents the association between IQ and response
to the fourth statement as measured by the log-cross-product - ratio

he xg(lijkl)xg(eijkz)

i = o R ELIRLA(113R2)

and is the same for all eight levels of the responses to statements one,
two and three.

Similarly, it is found that

x*(1131¢) x*(11924) hk

4n -(213_117 4n m = 0.3411 ,
x*(111ket) x*(112Kkt) hJ

4n -7_”* 211kL —T_yzieu 0-121“0 P
x*(113k4) x;(lzakt)

hi _ _
In —(-2?—)- x: T =17 = 0.2030 .



Clagsification

Since x(le+¢.) = x‘g(l----) = 1491, and x(2¢¢¢¢) = xg(z....) = 1491,
ve assign a respase vector (1ijk¢) to the region

E,: classify as population h=1 (low IQ), when

1
x*(11jke)

e
4n 7——”: LKL 20

and to the complementary region

E.: classify as population h=2 (high IQ), when

2
x*(119kt)

mx:EiJklﬁ <0.

If we set
(£.) x;(lidkﬁ) (£.) X‘e*(2i.1k!)
E. )= — 1491’ E)) = - Loy
"1 (13ke)er, 1% ot (1jke)eE, T oL

then the probability of error of the classification procedure is

[5:PP°)‘)69:80]
Prob Error = p;;z(El)'*qul(Ea) = (“2(Ei)+“1(E2))/2

since here p = x(2+++.)/2982 = % , q=x(1e++)/2982 = -21- .

The relevant computations with x*e*(hijkl) are given in table U(b)
and show that the Prob. Error = O.4l4, The corresponding computations
with the original data x(hikj#) are given in table 4(a) and yield

Prob. Error = 0.441.

Other Estimates

In view of the measure of the effect of the marginal x(hi--£) (and

the associated interaction parameters) in table 2a, 2I(x;:x"g*) = 4,316, 1D.F.

6



and the marginal x(h-j<t), 2I(x;:x;) = 3,181, 1 D.F., the estimate

x;(hi.ju) fitting the marginals x(-1jké¢), x(h¢j+.), x(heeke), x(hi++2)

and the ectimate x;(hi.jkx) fitting the marginals x(<ijk¢), x(he<k-),

x(bi++£), x(h+j+£) were computed.

The estimates are given in table 1

and the relevant analysis of information given in table 2b.

The values of the log-odds, parametric representation, and the

values of the associated interaction parameters are given in table 3b

for x;(him) and in table 3c for x:(hi,jk!,).

x*( 115k1) x*(lleE)
x*(2l,jk17 x*(21,1k27
x¥(12)k1) x*(123k2)

“‘"(2_2.1—)' “‘W

in

7

x¥(113k1) x*(124K1)
x*(alm) ;*(22,31:1)
x*(lle2) x*(12.1k2)
x*(213k2) x*(223k2)

Note from table 3b that

hl hiﬁ
Ty1 = 0-6469 ,

h’ = 0.2680 ,

hi hit

+ 1 = -0.0276

hi = =0 .h065

reflecting the interaction of the responses to the first and fourth

statements.

From table 3¢, it is found for example, that

In 3 '(2_2 x1y - 4n "(2"2" Tis ‘11 ot

in

x*(111k1) x;;(lnkz) S VIR U T B
x*(211kl) x;"(2llk2) =ty * T Yy <0
xe(1211)  x#(12L2) o

0.2030

x:(llEkl)

x*(ll2k2)

¥*(215k1)

x*(212k2)

hl hiZ

Tt Ty = 0BT



A

x*(122k1) x*(122k2) .

in *H(222K1) 4n *(EEEE) © 11 045595

reflecting the interactions of the responses to the first, second and
fourth statements.

The computation of the probability of error using the estimates
x;(hi,jkz) and x:(hijkﬁ) is shown in table 4(c) and 4(d) respectively,

and yields probabilities of error O.444 and 0.446.

Messure of Divergence

As a measure of the divergence between the low IQ and high IQ observed

and estimated values, we computed the values of

J(1,2) = % ZEFE(x(113ke ) -x(213kE) )én %&ﬂ%}

for x(hijkt), x*e‘(hijkl:), x;(hijkz), x;;(hi,ju) [5,p.130]. The resulting
values and thelr ratios to the respective degrees of freedom are given
in table 5. As is to be expected from the properties of the discrimina~

tion information we note that
J(1,2;x:) < J(l,e;xg;) < J(1,2;x;;) < J(1,2;x) .

However the ratio to the respective degrees of freedom leads to the

inequalities

J(1,2;x)/D.F. < J(l,2;x‘{e")/D.F. < J(1,2;x;)/D.F. < J(J.,a;xg;)/n.p.

Remark
Martin and Bradley [7] examined Solomon's data in terms of an estimate

they called a first-order or linear model. These estimated values are

8



given in table 1. It turns out that although the underlying approaches
are different, the Martin and Bradley parameters and estimates arc
practically the same as those for x:(hijkl). From (7,pp.216-217] we
note that

*
xe(12222) b l+a +a +a2+63+au

In = =T in s =
xel222225 1l 1l a, al a2 a3 au

* o
o xe(l222l) _B LB, l+a +a,l-+a.2+a,5 a,
x:!222215 1l 11 l-a 'a1-32-83+au

x+(12212) l+a_+a,+a,-a,+a

D o (22212) '? i Tf? = in l-a ~a -8 +a5-au

e o 83 =8),
x*(12122) l+a ‘8, -

in £ = Th + ThJ = in 5 h

x:i221225 1 1l l-a a +a -a3-ah

x*(11222) n hi lta _-a,+a ptestay

=]

= x*'1212225 iy 4 gy

1-a +a -8, -gB-ah

or to a first approximation

h

Tl = 2ao+2al+2a2+233+2au

h hz

l 11 = 2a°+2a1+232+2a3-2ak

h, hk

Tl+Tll = 2ao+2a1+2a2-2a3+2ah
+129 = 28 +2a_-2a_+2a_+2a

1 1 o By TeayTeAz TR,

h, hi _

Tl+rll = zao 2al+2a2+2a5+2au .

It is found that



hi

11 = hay
1 b
T?i = -ha,

. T?i = -ha.l .

The values of the parameters given in [7,table 3,p. 217] are

&, = -0.042, a, = 0.049, a, = -0.031, ag = -0.08k4, a, = -0.082

1
T = . = . h, -l} = -
ll . u . h > -,"-83 .
ll ? ) ol * 2 2 *
ll * ' 2 l *

The computation for the probability of error using the estimates in
(7] are shown in table 4(e) and yields a probability of error O.l4i5.

(Martin and Bradley give a value of the risk as 0.455).
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Table 2a
Analysis of Information

—=Mergioals Fittea =~ , [Information DRl
‘) x( -iJkJ),x(h..u) EI(X:X‘;) = 68'569 15
b) x( oidu)'x(hiana) ; EI(XE:X‘;‘.) =, 2'}76 ; 1
' . -—
.,QI(x.xg.) = 65.993 ’ L
tr
c) x(.ijkf),4(bi...),x(h.g..) 21(xg:x;) = 4.265 ' 1
2I(x:x¥) = 61.728 ' 13
-
- 1
a) x(.13k2),x(hi...),x(hege ), x(he0ke) C2(xf:xt) = 25.230 | 1 |
n L
| ZI(x:x"é) = 36.498 12
oo . o S }. 0
e) x(4jkl),x(hiees),x(hedes)yx(becke),x{hesdt) ; 21(xg:x§) = 20.191 1
Cel(ux) =16307 | 1
£) x(e1Jkt),x(booke),x(beset),x(b1]e.) f 21(xk:x¥) = 3.016 1
; 2I(x:x}t) = 13.291 10
g) x(.13kt),x(beeef),x(b1j..),x{hi.k.) ! 2I(x';:x';) = 0.042 g 1 ‘
é 2I(x:x§) = 13.249 ; 9
m) x(s1jkt),x(hije.),x(hi.k.),x(hi..£) 21(::;::;} = b.316 |1
| 2i{xixs) = B.933 |8
n) x(.13k2),x(b1j..),x(bi.ke),x(hie.£),x(h.gk.) 2I(x;:x;) = 0.983 l 1
2I(x:x;) = T.950 i 7 :
1 H 38
T v
p) x(.1jkf),x(hij..),x(bi.k.),x(hie2),x(hejk.),x(heJt) ! 2I(x';:x;) = 3.181 1
i . _ !
laI(x.x;) = 4,769 B 6“ 1
q) x(.13k12),x(b1j..),x(hik.),x(hi.)x(h.Jk.),x(h.J.£), I 21(x;:x;) = 0.219 1 I
|
x(h-.kﬁ) : 2I(x:xa) F u.sso 5
r) x(.13kf),%x(bi..2),x{b.3.£),x(b..k¢),x(bijk.) g 2I(x;:xr;) = 0.346 1
| 2I{x:xk) = 4.204 4
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Analysis of Information (continued)

Marginals Fitted Informaticn D.F.
21(x:x;) = 4,204 i
8) x{.13kf),x(he.Xt),x(hijk.),x(bij.2) EZ(x::x;) = 2.303 1
EI(x:x‘s') = 1.901 3
t) x(.13kf),x(hijk.),x(hij.L),x(hi.kt) 2I(x::x§) = 1.375 1
21(x:x§) = 0.526 2
u) x(.13kf),x(h1jk.),x(bij.2),x(hi.k2),x(h.Jkt) 2I(x;:x:) = 0.361 1
21(x:x'a) = 0.165 1

Table 2b
Analysis of Information

Marginals Fitted Information D.F.
e) x(+13ke),x(biees),x(h.jes)sx(becke),x(heeed) QI(x:x*é) = 16.307 11
V) x( -ijkl),x(huj--),x(h. oko)’x(hinvt) 2I(x3:x:) = 5.755 1l
21(x:x;;) = 12.572 10
w) x(.13k€),x(heeke)yx(hieel),x(hojel) 2I(x3:x3) = 3,443 1
2I(x:x¥*) = 9.129 9
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Pt R0 080 T I SN T iy

xa(143i4)

log-odds #n x'; 313

1)ke Parametric representation log-odds
1111 o R s +rﬁ 0.2128
1112 1? ﬂﬁ +t?i +'rl;l]‘. =0,1210
1121 71{ ”tﬂ'_ wt{i +T.?‘1 -0.1284
1122 @l w2 -0.4621
1211 r}{ ﬂlﬁ ﬁﬁ ﬂ};i 0.0888
1212 rll’ +’r?i ﬂ?.l; -0.2450
1221 'rg wt{i ﬂﬁ -0.2524
1222 i -0.5861
2111 v w2l e 0.4158
2112 r? +r§i ”1;11{ 0.9820
2121 1111 ﬂ?‘i ”l]l.i 0.0T46
2122 :‘i ﬂﬁ -0.2592
2211 - +rok +rﬁ 0.2918
2212 o +rtl“l‘ -0.0420
2221 oy +'r}{i -0. 044
2202 " -0.3831

8 = -0.3831, 51 = -0.2030, r’ii = 0.1240

TiE = 0.3411, r‘l‘{ = 0.3338

Table 3a
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x*(113k4 )

v
Log~odds £n x‘*; CIRYY)

15kt Parametric representation log-odds
S e TR R
1112 1:}{ +1:§:]l_ +T}i‘l +'1§1_1{ -0.2898
1121 -:*1‘ +'rt]1_i +rlﬁ +'r};ﬁ +¢lﬁ’§ 0.0115
1122 Bl -0.6355
1211 1’? +'r?i + TI..EII +1:}]1-‘:zL +'rllli']e_ 0.2366
1212 'rg 12 +r§11‘ -0.4101
1221 B 4l SRR -0.1088
1222 @ et -0.7557
2111 'rki a7l +r}i’l‘ +T§.1§I. 0.3847
2112 Y b 4 0.1267
2121 r*{ +'c?_‘]j_ +fr‘£’i 0.0390
2122 'r}i +d -0.2290
2211 ri s+ +:111‘i .26k
2212 = 4 ~0.0036
2221 Uy B -0.0813
2022 -rl{ -0.3492
111 = -0.3492, fﬁ = -0.4065, Tgi = 0.1205
1’;11‘ = 0.3457, rtl’f - 0.2680, rﬁ‘i = 0.3789
Table 3b
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x*(11ks)

Log-odds an* IR
w

13kt Parametric representation log-odds
111 R I TS T ST Wi
112 1'2 + 'r:i +‘1’§_‘i +'1’1{11£ =0.2525
1121 ‘tg +1l;!i 4 wﬁ 3 "?i + Tl]l,ﬁ ﬂg']j.{ el
1122 1'? +1lﬂ'_ +7§']j_ =0.600k
I IS R et 0.3976
1212 'rk]l. +1't]’i *"rllu{ 0.5396
S g o
1022 1'?_ +r§’_’{ -0.8876
2111 rtl‘ +11{‘{ "ﬁ *Tﬁ ”ﬁ; 0.5542
2112 7 s 0.1512
2121 - +itd s +1’;ﬁ 0.0061
2122 v +abd -0.1968
2011 - sl b 0.4235
2212 Y +ehs -0.1360
2221 -:tl‘ Hﬁ 0.0754
2022 i -0.4841

111“ = 04841, o1 = 0.5, 124 - 0.2873

o) = 0.3481, 57 = 0.55%5, ot - 0.3776

29t = -0.3565

Table 3¢
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1111
1211
2111
2112
2121
2211

Martin and Brad

A,
*x(11jke)
th 6T
12.02
414,50
19% .45
2°6.17

5774
891.55

) 726.45
wley) = B2

ley

R21ke)

60.33
10.98
207.50
178.55
2k0.83

28.26
726.55

1491-891.55
(iy) = _“QEE§%_J22

726454595 45

i}

PO

Prob. Error

f
o
=

A\ Vs

Table h(e)
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Divergence Between Low IQ and High IQ

Observations and Estimtes

% ZEEE(x(119106)x(219Kt) ) & ;’;J’“ = 69.132
69.132/15 = 4.61/D.F.

1 xg(lidkl) \
5 zzzz(x:( liakl)-x:(aijkl))bn m = 52,37

52.3T4/11 = 4.76/D.F.

1 x:(li,jkl)
3 M(x:(lidﬂ)-x:(2idkl))ln m = 56.249

56.249/10 = 5.62/D.F.

1 x;(li.ikl)
5 m(x;(uw)-x;(mu))zn W = 59.815
59.815/9 = 6.65/D.F.

Table 5
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